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SECTION—A

( Marks : 10)
Tick M the correct answer in the box provided : 1x10=10

1. If p; = P(A), py = P(B), p3 = P(An B), then P(An B) in terms of p;, py, p3
is

(@ 1-p1+ po [
(b) p1-p3 [
() p1-Dp2 [
(d) 1-p2+p3 [
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2. If P(A)=0-25, P(B)=0-15, P(AnB)=0-10, then P(AU B) is

2
(@) 3 []
() 0-10 O
(c) 0-30 u
(d) None of the above L]

3. Let X be a random variable having discrete uniform distribution over the
range [1, n] Then the variance V(X) is given by

@ (n+1)(62n+1) -
" (n+1)1(22n—1) -
@ "2 =

) (n+11)én—1) -

4. For the binomial distribution
(@) mean < variance (]
(b) variance < mean (]
(c) mean = variance L]

(d) None of the above L]

5. The marginal probability function of Y for the discrete random variable is
defined as

(@) fyy =YY pxy(% y) [
y

(b) fyy) =2 pxy(x y) [

(© frw)=]"_fxy(xs yydx [

(@ fyW=]"_fxv(s ydy O

MATH/V/CC/08 (b)/136 2 [ Contd.



6. Let X and Y be two independent random variables. Then var(X +Y)is equal

to
(@) var(X)-var(Y) []
(b) var(X)+ var(Y) [
(c) var(X)+ var(Y)+ 2cov(X, Y) []
(d) var(X)+ var(Y)-2cov(X, Y) []
7. If n dice are tossed and X denotes the sum of the numbers on them, then
E(X) is
n
— O]
(@) 5
3n
b) — L]
(b) 5
Sn
— U]
(c) 4
n
d) — U]
(d) 3

8. Two unbiased dice are thrown. If X is the sum of the numbers showing up,
then P[|X -7]|=3]is

7
-~ ]
@
1
b) — [
CIE
S
= [
(c) 3
(d) None of the above (]

9. The relationship between mean and variance of exponential distribution is
11

—, = ]
(@) i
1 1
b) =, — ]
CIre
(c) 6, 6> O
(d) None of the above L]
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10. Let X and Y be independent random variables with Z =X +Y. Let
Mx(t), My (f) and M 4 (t) be the moment generating functions of X, Y and Z
respectively. Then

(@ Mz(@t)=Mx()+ My(Y N
(b) Mz({)=Mx({)- My (9 N
(c) Mz({H)=Mx(OMy(Y [
_ Mx(Y
@ Mz0=37
SECTION—B
( Marks : 15)

Each question carries 3 marks

1. (a) If A and B are independent events, then A and B are also independent
events. Prove it.

OR

(b) A speaks the truth in 60% and B in 75% of the cases. In what
percentage of the cases are they likely to contradict each other in
starting the same fact?

2. (a) If X is uniformly distributed over the interval [a, b], then prove that

a+b
B(X) ==~

OR

(b) Determine the binomial distribution for which the mean is 4 and the
variance is 3.

3. (@) If
2
—(2x+3y), 0<x<1,0<y<1
flx, y)=js Y

0 otherwise

Then prove that f(x, y) is a joint probability density function.
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OR
(b) The joint density function of X, Y is given as

I ) 2, O<x<ycxl
x? = .
Y 0 otherwise

Prove that X and Y are not independent random variables.

4. (a) If we have the probability density function

(2000 . 100
f(x? y) = X
0 elsewhere

Then find the value of E(X).
OR

(b) Two unbiased dice are thrown. If X is the sum of the numbers showing
up, then find the value of E(X).

5. (@) Prove that the moment generating function of gamma distribution is
Mx(=0-97", |t|<1.

OR

(b) For a certain normal distribution, the first moment about 10 is 40 and
the fourth moment about 50 is 48. What are the arithmetic mean and
variance of the normal distribution?

( PART : B—DESCRIPTIVE )
( Marks : 50)
The figures in the margin indicate full marks for the questions

Answer five questions, taking one from each Unit

UNIT—I

1. (@) If A and B be events with P(A):g, P(B):% and P(AmB)=%, find

(i) P(Au B), (ii) P(A) and P(B), (iii) P(A N B), (iv) P(A U B) and (v) P(An B).

5
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(b) A box contains 6 red, 4 white and 5 black balls. A person draws 4 balls
from the box at random. Find the probability that among the balls
drawn there is at least one ball of each colour. 5

2. (a) Prove that if an event A is independent of the events B, BN Cand BuUC
then it is also independent of C. S

(b) A problem in statistics is given to 3 students A, B and C whose chances

of solving it are %,% and i respectively. Find the probability that

exactly one of them will solve the problem. S
UNIT—II
3. For the binomial distribution (g + p)", prove that

d
Ur1 = P9 (nrur—l + ﬁ)
dp

where |, is the rth central moment. Hence obtain py, nz and pu4. Also find

out B; and f5. 10

4. (a) The probability distribution function of a random variable X is
X, for 0<x<1
f(x)=42-x, for 1<x<2
l 0, for x=>2
Compute the cumulative distribution function of X. S

(b) A random variable X has the probability density function as follows :

1

- —2<x<2
fl= { 4 x

0 otherwise

Obtain the values of (i) P(X <1), (i) P(|X|>1) and (iii) P[(2X + 3) > 5] S
UNIT—III
5. (a) For the following bivariate probability distribution of X and Y, find the
following :
(i) P(X <1])
(i) P(Y <3)
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(i) P(X<1 Y <3
(iv) P(X<1/Y <3

(v) PY<3/X<] 6
Y - 1 2 3 4 5 6 p(x)
X1
. . o | L 2 | 2 | 8 | 1
32 32 32 32 64
A N T N A R B R T
16 16 8 8 8 8 64
, | o ] ] 2| &
32 32 64 64 64 64
w | & | & | [ [ e |
Py 64 64 64 64 64 64
(b) If f(x, y)=41-x(1-y); 0<x, y<1, then prove that f(x, y) to be a joint
probability density function. 4
2,2
6. (@) The joint distribution of X and Y are given by f(x, y) = 4xye * *¥7);
x20,y=>0. Prove that X and Y are independent. Also find the
conditional density of X given Y = y6. 6
(b) The joint density function of X and Y is given by f(x, y)=e **Y;
x>0, y>0. Find the marginal distribution of X and Y. 4
UNIT—IV
7. State and prove Chebyshev’s inequality. 10
8. (@) If X is a random variable, then prove that var(X) = E(X 2) —[E(X)]2 . 3
(b) The probability functions of random variables X and Y are given as
follows :
Xi 1 2 3 4
1 1 1 1
W3 | s | 2 | s
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Find (i) cov(X, Y) and (it) p , (correlation coefficient between X and Y).

UNIT—V

9. (a) If Xis a Poisson variate such that P(X =2) =9P(X =4)+ 90P(X = 6), find
the value of the parameter A.

(b) Define exponential distribution. Also find the moment generating
function of exponential distribution.

10. (@) Define geometric distribution for a random variable X. Find its mean

and variance.

(b) Find the mean and variance of normal distribution.
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