( SECTION : B—SHORT ANSWERS )

( Marks: 15)
3“5:15
Answer the following :

UNIT—I
1. Solve %’3 = sin(x + y).

OR

2. Check the CXactness of the differential equation

{y(l-&—l-]+cnsy}dx+[x+logx—xsin x)dy =0
X

and solve it.

3. Solve (D? +5-2D)y =10sin x.

OR

4. Find the particular integral of (D3 4+ p2

|
|
" UNIT—II ‘

dy
-6Djy =1+ 2, where D = 22,
)y x

UNIT—III
5. Find the general and singular solutions of p3 + y2 =1,
OR
6. Solve p+ -:l; = 1—3(—}
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UNIT—IV

d¥y d
7. S{}lvc xg?‘-‘x_g“x‘dﬁx'i'y:zlogx‘

OR

g, Solve (yz + xyzldx + (zx + xyzdy + (xy + xyz)dz = 0.

UNIT—V

9. Find the general solution of xzp + yzq = xy.
OR

10, Find the integral of p3 +q3 =272,

( SECTION : C—DESCRIPTIVE )

( Marks: SO)

Answer the following :
UNIT—]

1. (@) Find the differential equation of the family of curves y = Ae*

for different values of A and B.

(b) Solve the differential equation

i e

OR

2. (a) Solve :
dy
1-x%) =2 - xy =1
( x)dx Xy

10x5=50
+ Besx
)
)
5

(b) Reduce the equation (3x% +4xy)dx+ (2x2 +2y)dy =0 to exact form and

solve it.
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unir—II

3. Solve the following :
(@ (D2 -2D 4+ 1)y = xsinx
) (D° +3D2 4 2p)y = x2

5+5§10

OR

4 (@) Solve (D% -2D 4 4)y =e* cosx.

(b) Solve the differential equation
(D? +4)y = xsinx

UNir—III
S. (a) Solve the differential equation
P -ply+3+x=0

where p= %

(b) Find the orthogonal trajectories of the family of curves

x2 y2
2t g =1
a® b+
A being parameter,

OR
6. (@) Reduce the differential cquatmn

by substituting x?
solutions.

(px - y) (x - Yp)=2p to Clairaut’s form
=L, y =v and find itg general and singular

5

(b] Solve Yy=x+ ps, where p = E'E
dx 5

UNIT—IV
7. {a) Solve the equation
2
3..:1 avy ., 2d% 1
+2x° = +2 ﬁlo[
dd a2 Y10 x+ xJ 5
/128 6 [ Contd




. show that the equation
f 3

dy, 2 .d% . d
x—S+(x* -3 Y 4 4x W Loy
dx3 )dx2 dx T Y=0
is exact and solve it, 5
OR
g, (o) Check the condition of integrability and solve the equation
2
y2* (x® - yad + 222 (y? - gy + xy*(2? - xy)dz =0 5
(b) Transform the equation
d2
x——l’l—d—y+4x3y = x°
dx?  dx
and find the solution. 5
UNIT—V
9. (a) Use Lagrange's auxiliary equations to solve the equation
(x® +3xy*)p + (> + 3xPylg = 2(x% + yP)z 5
(b) Apply Charpit’s method to find the complete integral of the equation
px+qy = pq. 2
OR
10. (@) Find the general solution of the equation
ty? +2* - x*)p - 2xyq + 22x = 0 .
(b) Solve cos(x + y)p + sin(x + y)g = z. 5
ok ok
/128 7
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( SECTION : A—OBJECTIVE )

( Marks : 10)

Each question carries 1 mark

Put a Tick M mark against the correct answer in the boxes provided :

Student’s Copy

1. AetD (where a and b are constants and A denotes the forward difference

operator) equals to

(@) e™*beh +1) O
(b) e®*bh _y O
fc) e™tb(eah 1y O

(@) e™*Peh-y DO
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: 3
2. The second approximation of the root of the equation x*-x_j_,
bisection method is

@ 15 [ @ 125 O
© 25 [ d 225 O
3. If f(x)=1/x, then the divided difference of 8(b, a) is
1 1 g
(a) = O (b) i
(@ + b) (a-b) 0
(c) . O (d) =

Lagrange’s interpolation polynomial for the data f(0)=0, f (1) =0 and fB)=6is
(@) (x-1)(x+1) O

(b) x*+1 O

€ x(x -1 d

(d) x(x+1) ad

ing the solution of the system of equations by reducing the
matrix A to a diagonal matrix is known as

(a) Gauss-Seidel iteration method O
(b) Gauss elimination method O

(c) Gauss-Jordan method O

(d) Crout’s method O

6. The system of equations

@1x+agy tazz=dy; bix+byy + byz = dy;

C1X+cCoy +caz= ds
is a diagonal system, if

@ lay| 2 [ag| + lagl, |by| 2 [By] + | by, le1l 2 |ep] + g O
b) lay| 2 |ag| + |ag], |by| 2 |by| + |bs), leal 2 Jey) + Jeg) 0
() laal < las| + |agl, |by| < 1by| + |bg), |eyf < [ + |

(]

les)
(d) lajl < |ay] + las), |ba| < |by| + |bg),

leal < el + |ey)
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7. When numerical integration is applied for the integration of a function of single
variable, then the method is called

(a) trapezoidal rule O
(b) general quadrature O

(c) Simpson’s 1/3rd rule O

(d) mechanical quadrature O
8. In the general quadrature formula J':omh ydx of Simpson’s 1/3rd rule
0
(@) n must be even O
(b) n must be odd O
) n=1,2,3, - Ol
(d) n=4 and n=6 [l
9.

For solving ordinary differential equation numerically, which among the
following is applied if successive integration can be obtained easily?

(a) Euler’s method O
(b) Taylor’'s method O
(c) Picard’s method O

(d) Runge-Kutta method 0

10. The Euler’s modified formula is given by
(@) Yns1 =Yn + hf(xn, yn) O

(b) Yns1=Yn+ g [f Cens Yn)+ flxns1s YUns1)] O

© Yner =Un+ 2 G 9+ Flnes, Yo O

() Yni1=yn+h[f(x,, Yn)+ flxni1, Yns1ll a
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( SECTION : B—SHORT ANSWERS |
( Marks : 15)

Each question carries 3 marks

Answer the following |
UNIT—I

1. Prove that EV=4= SEV2, where A, V, § and E are forward, backward, centy,,

and shift opcrator respectively.
OR

2. Find the second difference of the polynomial
flx)= X -12x3 + 42x% -30x+9

with h =2 and hence find A4f[x).

3. Use Newton's forward interpolation formula to find the value of y for x=5.

X 4 6 8 10
y 1 3 8 16

OR
4. Find the missing term in the given table :
| x 2 3 4 5 6
|y 450 | 492 | 541 = 67-4
UNIT—III

5. Solve the following system of equations by Crout'’s method :
x+y=2and 2x+3y =5
OR
6. Solve the system of equations
2x+y=3; 2x+3y=5

by Gauss-Beidel iteration method up to sixth iteration

L"t'l H '\*

/129 4




UNiT—IV
7. Find f’(2) from the following table :

Lx [ 1]
LH101§%gllxsi[24_1

OR
8. Write the algorithm for Simpson’s 1/3rd rule.

UNIT—V
9. Using Euler’s method, solve %Y

e x -y with y(0)=1 and find y(0-4) by taking

h=0-2,
OR
10. Compute y(0-1) by Runge-Kutta method of fourth-order for the differential
equation

dy -yl

( SECTION : C—DESCRIPTIVE )

( Marks : 50 )
The figures in the margin indicate full marks for the questions

Answer the following :

10x5=50
UNIT—I

1. (@) Use the method of iteration to find the real root lying between 1 and 2

of the equation x3-3x+1=0.

6
(b) Write an algorithm for solving a given equation by using bisection
method. 4
OR
2. (a) Find the smallest positive root of x? - x-12 =0 by regula-falsi method. 5
(b) Find the positive root of the equation
3x-cosx-1=0
by Newton-Raphson method correct up to four decimal places. S

/129 [ Contd.



UNIT—II

3. (@ Obtain Newton’s forward interpolation formula for interpolation with
€qual intervals of the argument,
(b) Find the valye of y at the point x = 0-045 using the following table :
001 | 002 | 003 | 004 u*usj{
98434 | 48439 | 31778 | 23-449 | 18454
| OR
4 (@) Deduce Lagrange’s interpolation formula for unequal interval
(b) Using Newton’s diviged difference formula, evaluate f(8), given that
x | o 2 5 9 | 11
flx) 1 5 116 | 712 [ 1310 |
UNIT—III

5. {a) Solve the following by Gaussian elimination method :

3x+y+2z=3, 2x-3y-z=-3, x+2y+z=4
(b) Solve the following by Crout’s method :
2x -6y + 8z = 24; Sx+4y-3z=2; 3x+y+2z=16
OR
6. (a)
X+y+z=9, 2x-3y+4z=13, 3x+4y+5z=40

(b) Solve the following system of equations by Gauss-Seide] method :
6x+15y +2z=72, X+y+54z=110, 27x+6y-2=85

UNIT—IV
1 . : _
7. (a) Evaluate Iﬂl 2 using trapezoidal rule with h = 0-2. Hence determine
the value of 7.
/129 6
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(b)

8. (a)

(b)

9. (a)

(b)

10. (a)

(b)

1129

Obtain the first anpg Second derivatives of the function tabulated
below, at the point x =0.51 : 6
x 04
06 07 08 |
Y | 1'5836494 | 17974426 2:0442376 | 2:3275054 | 26510818 |

OR

) 2
Obtain the formula for the second-order derivative

| jx—g or f”(x) for
numerical differentiatinn.

5
Compute by Simpson’s rule the value of the integral taking 10 points: 5
— S —x2
I= I{) e " dx
UNIT—V

Solve y' = x - y2, Y(0) =1 at the point 0-1 up to four decimal places by
Taylor’s series method. 5
Find the value of Y(0-1) by Picard’s method given that

dy y-x

—= = 0)=1

dx yr X y(0) 5

OR
Apply Euler’s method with h=0-1 to find the solution of the equation
Y’ = x +y with initial condition y =1 for x =0 in the range 0 < x <1. 5
Given
dy 1
dx x+y
y(0)=2. f y(0-2)=2-09, y(0-4)=2-17 and y(0-6)=2-24, then find
y(0-8) using Milne’s method. S
% % %
7
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( SECTION : A—OBJECTIVE )

( Marks : 10)

Each question carries 1 mark

Put a Tick ¥ mark against the correct answer in the boxes provided :

1. Ae™*? (where a and b are constants and A denotes the forward difference
operator) equals to

(@) e™*b(eh 4 O

(b) e™*Ph _y O

(c) e™*P(eah 1y O

(d) eax+b{eah -1 0
/129
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: 3
2. The second approximation of the root of the equation x -x-1=q Ui,
bisection method is

@ 15 0O () 125 0O
© 25 0O @ 225 O
3. If f(x)=1/x, then the divided difference of 0(b, a) is
1 1
(a) pry O (b} = O
latb) (a-b)
(c) - O (d) ~ ]

Lagrange’s interpolation polynomial for the data f(0)
(@ (x-1)(x+1) O

(b) x%+1 0O
() x(x-1 O
(d) X(x+1) O

=0, f()=0and f(3)=6is

5. The :.ner.hod of obtaining the solution of the system of equations by reducing the
matrix A to a diagonal matrix is known as

(@) Gauss-Seidel iteration method O

(b) Gauss elimination method I

(¢) Gauss-Jordan method a

(d) Crout’s method O

6. The system of equations

aix+azy+azz= dlj b1x+ bzy + b3z = dg;
is a diagonal system, if

@ laj| 2 |ag| + |as),

Cl1X+CoY + c3z = dj

|b1] 2 |by| + |bg), leal 2 [ep) + |y O
() layl 2 |ag| + |ag), |by| > by + B3], leal 2 |e)] + |y [
(e} lail < lag| + |ag], |by| < |by| + B3l leql < Jeof + fes) O
(@) lail <lag| + |agl, |by| < |by| + |bs), |cq < le1l + |y O
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7. When numerical integration is applied for the i ;
- in ; -
variable, then the method is caljlid tegration of a function of single

(a) trapezoidal rule O
(b) general quadrature O
(c) Simpson’s 1/3rd rule O

(d) mechanical quadrature O

8. In the general quadrature formula j;gmh y dx of Simpson’s 1/3rd rule

(@) n must be even O
() n must be odd O
cf n=1,2,3, U

(d n=4and n=6 O

9. For solving ordinary differential equation numerically, which among the
following is applied if successive integration can be obtained easily?

(@) Euler’s method O
(b) Taylor’s method O
(c) Picard’s method O
(d) Runge-Kutta method U

10. The Euler’s modified formula is given by

(@ Yn+1=Ynt hf(xn, Yn) O

(b} Yn+1 =UYn +% (fixn, Yn)+ f(Xne1s Yn+1)) t

h
(¢) Yn+1=Ynt E [f (xn, Yn)+ f(Xpa1s Yn+1)] O

(@) Yn+1 =Yn +h[fxn, Yn)+ f(Xns1, Yna1)l O

129
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( SECTION : B—SHORT ANSWERS )

(Marks : 15)

Each question carries 3 marks

Answer the following :

UNIT—I
L. Prove that gy - A=38EY2 where A, V, § and E are forward, backwarg, Centry)
and shift operator respectively,
OR
2. Find the Second difference of the polynomial
f=x* -12x% + 42x% ~30x+9
With h=9 a4 hence find A% flx).
UNIT—I]
3. Use Newton’s forward Interpolation formula to find the value of y for =5
(= [+ [ 6 Ts 1o
5 116
OR
4. Find the missing term in the given table -
UNIT—II]
5. Solve the following system of €quations by Crout’s method :
X+Yy=2 and 2x+3y =5
OR
6. Solve the system of equations
2x+y=3; 2x+3y =5
by Gauss-Seidel iteration method up to sixty iteration,
/129 * Loty




UNIT—IV

7. Find f’(2) from the following table :

x| 1] 2 [ 3 [4]5 |
y | 0 | 3 | 8 |15 | 24 |
OR

8. Write the algorithm for Simpson’s 1/3rd rule.

9. Using Euler’s method, solve % = x -y with y(0)

UNIT—V
~1 and find y(0-4) by taking

h=0-2.

10. Compute y(0-1) by Runge-Kutta method of fourth-order for the differ

OR
ential

equation

dy 2
= = xy+y®, yl0)=1
. xy+y“, y O

( SECTION : C—DESCRIPTIVE )
( Marks : 50 )

The figures in the margin indicate full marks for the questions
10x5=50

Answer the following :

1. (a)

(b}

2. (a)

/129

(b}

UNIT—I

Use the method of iteration to find the real root lying between 1 and 2

of the equation x2-3x+1=0.
Write an algorithm for solving a given equation by using bisection

method.
OR

Find the smallest positive root of x? — x-12 =0 by regula-falsi method. 5
Find the positive root of the equation
3x-cosx-1=0

by Newton-Raphson method correct up to four decimal places. 5

5 | Contd.



UniT—II

3. (@) Obtain Newton’s forward interpolation formula for interpolation With
equal intervals of the argument. 5

(b) Find the value of y at the point x = 0-045 using the EIO_WT table :

x 0-01 0-02 03 o 1{8}224
y | 98434 | 48439 | 31778 | 23449

OR

4. (a) Deduce Lagrange’s interpolation formula for unequal interval. s

(b) Using Newton’s divided difference formula, evaluate f(8), given that

| x 0 2 5 9 11
fix) 1 5 116 712 1310 .
UNIT—III
S. (a) Solve the following by Gaussian elimination method ; 3
3x+y+2z=3, 2x-3y-z=-3, x+2y+z=4

(b) Solve the following by Crout’s method : 7

2x -6y + 8z =24; Sx+4y-3z=2; 3x+y+2z=16
OR

6. (@) Solve the following system of linear equations by Gauss-Jordan method: 4
X+Yy+z=9, 2x-3y+4z=13, 3x+4y+5z=40

(b) Solve the following system of equations by Gauss-Seidel method - 6

6x+15y +2z=72, X+y+54z=110, 27x+6y -z =85

UNIT—IV

7. (@) Evaluate f c: dx2

1+ x
the value of m. 4

using trapezoidal ryle with h = 0.2. Hence determine
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(b) Obtain the first and second derivatives of the function tabulated
below, at the point x=0-51: 6

(x| o4 | os 06 07 08 1

| v | 15836494 | 17974426 | 2:0442376 | 2:3275054 | 26510818

OR

Y y
8. (a) Obtain the formula for the second-order derivative ng or f"(x) for

numerical differentiation. 5
(b} Compute by Simpson’s rule the value of the integral taking 10 points :

I= j; e'xzdx

UNIT—V

9. (a) Solve y’'= x—yz, y(0) =1 at the point 0-1 up to four decimal places by
Taylor’s series method. 5
(b) Find the value of y(0-1) by Picard’s method given that

dy y-x
Y _Y"X yo=1
ac gre 10 5

OR
10. (a) Apply Euler's method with h=0-1 to find the solution of the equation
y’ = x+y with initial condition y =1 for x=0 in the range 0 <x <1 S
(b) Given
gg — 1
dx x+Y

y(0)=2 1f y(0-2)=2-09, y(0-4)=2-17 and y(0-6)=2-24, then find
y(0 - 8) using Milne’s method. 5

L
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MATH/V/CC/06 Student’s Copy

2023
(CBCS)

( Sth Semester )
MATHEMATICS
SIXTH PAPER
( Real Analysis )

Full Marks : 75
Time : 3 hours

The figures in the margin indicate full marks for the questions

( SECTION : A—OBJECTIVE )

( Marks: 10)
Tick M the correct answer in the boxes provided : 1x10=10
1. Every finite set is
(a) open but not closed O
(b) both closed and open O
(c) neither open nor closed O
(d) closed but not open O

2. Let be a limit point of a set S and N be any neighbourhood of €, then

/130

(a)
(b)
(c)
(d)

NnS=¢ O

NnS={ DO

N NS is a finite set O

N NS is an infinite set O
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3. Every subset of the discrete metric space is

(a) neither open nor closed O
(b) open as well as closed (]
(c) open but not closed O

(d) closed but not open O

4. Which of the following metric spaces is not compact?
[@) A closed interval with the usual metric O
{b) The discrete Space (X, d), where X is a finite set O
) The space (R d), where R is the set of real numbers with the usual
metric O
(d) A closed subset of a compact metric space O
5. A real

-valued function continuous on a compact set is
(@) bounded above but not below O

(b) bounded and attains its bounds O
(c) bounded below but not above O

(d) bounded and does not attain its bounds O

6. A function f:D - R Dc R" is continuous if and only if
(@) £-'(v)is closed in R for every closed set V in D O
(b) f(V)is closed in R for every closed set V in D (]
(c) f~'(v)is open in R for any set V in D O
(d) f(V)is open in R for every open set V in R O

7. Let f:D>R DcC R? is differentiable at a point (x, y) € D, if for any point

(x+ h, y + k) in a neighbourhood of (a, b), the change in f can be expressed
as

(@) fx(x yhk+ fylx yh+ho+ ky, where ¢ and y are functions of h, k and
both tend to zero as (h, k)— (0, 0) 0

(b) f,%(x, y)h + ffr[x, y)k + ho + ky, where ¢ and y are functions of h, k and
both tend to zero as (h, k) — (0, 0) L
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() fx% Yh+ fylx, yk+ ho+ ky, where ¢ and y are functions of h, k and
both tend to zero as (h, k) — (0, 0) O

2
(d) fzlx yk+ ¥ 3 (x, yh + ho + ky, where ¢ and y are functions of h, k and
both tend to zero as (h, k) — (0, 0) O

- If Y1, yp, ..., yo are determined as functions of Xy, X3, ..., X, by the
functional equations f(x;, xy, ..., Xy Y1, Y2, s Yp)=0, i=1 to n, then
3Uf1, f2u r S _

d(x1, Xp, ..., Xp)

aU-I! f2: vy fn) a{ylr Y2, -y yﬂ.]
(a)
Yy, Y2, -\ Yp) 0(x1, X,..., Xp)

0]

_ aU]r f‘.'Zf ey frl.] a{ylr Yy - yﬂ}
(b)
d(y1, Y2, - Yn) 0(xy, X0,y Xp)

U

o QU0 S2 s fu) 3y, Y s Yn)
9(yy, Y2, o Yp) Xy, x9,..., X,)

O

@ (112U fou o fr) 3y, Yo, s Yn)
a[yln Y2, .y Yn) alxla X3,y Xp)

O

9. Let f:D > R DcR"™ and (a, b)e D. Then fxyla, b) = fyxla, b)if
(@) fx and f, are both continuous at (a, b) O
(b) fx is continuous at (a, b) and f, exists at (, b) O
() fx and f, are both differentiable at (a, b) O
(d) fy is differentiable at (a, b) and f, exists at (a, b) O

10. A necessary condition for f (x, y) to have an extreme value at (a, b)is that
(@ fela, b)=0=fya,b) O
(b) fxxla, b)=0=fyyla, b) u
(c) fxyla, b)=0= fy.la, b) O
(d) fxla, b)=f,0, 0)=0 O
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( SECTION : B—SHORT ANSWERS))

( Marks: 15 )
Answer the following : 3"5=]5
Unit—I
1. Show that every open set is a union of open intervals.
OR

2. Show by an example that boundedness is not a necessary conditiop for
an infinite set to have a limit point.

UNIT—II

- Let (X, d) be any metric space. Prove that a subset of X is closed if ang only
if its complement is opern.

OR
4. Show that the discrete space is a complete metric space.
UNIT—III
S. Prove that the image of a compact set under a continuous function is
compact.
OR
6. Show that the function
2Jnc|fJ¢:2 -y
— " #(0,0
flaw={ 2+ [ y)#(0,0)
0 v By =000
is continuous at (0, 0).
UNIT—IV

7. Let f:DRDcR? and (@, b)eD. If f, exists throughout a

neighbourhood of a point of (g, b) and f yla, b) exists, then prove that for
any point (a + h, b + k) of this neighbourhood ‘

fla+hb+k)-fla, b)=hf(a+8h b+k+k{fyla, b)+n}
where 0 <8 <1 and 0 is a function of k which tends to 0 with k.
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OR

8. Show that the function

xy (x% - y?)
ﬂ&m=-j§:?—,(&wiﬁm

0 » (% y)=(0,0)

is differentiable at the origin.

UNIT—V
9. Show that f,y,(0,0)= f yx(0, 0) for the function
(x*y?)
—— #(0,0
flo y) =1 x2 + 42 S U=00
0 , (xy=(00)
OR

10. Using Taylor’s theorem, expand e” cos(y) about [D, %] up to the second

degree term,

( SECTION : C—DESCRIPTIVE )

Answer the following :

1. (a)
(b)

2. (a)

(b)

/130

( Marks: 50)
10x5=50
UNIT—I
State and prove Bolzano-Weierstrass theorem. 1+5=6
Prove that the derived set of a set is closed. 4

OR _
State and prove Heine-Borel theorem using Lindelsf covering theorem.

1+5=6
If a sequence of closed intervals [a,, b,] is such that
[@n+1) Bre1lclan, byl and lim (a, -b,) =0, then prove that there is
n—w

one and only one point common to all the intervals. 4

5 | Contd.
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UNIT—II

Prove that the space R" of all ordered n-tuples with the metric d, where
1
n

2
d(x, y)=[E (x; -yflz]

i=1
is a complete metric space. °
(b) Prove that every closed subset of a compact metric space is compact. !
OR

4. (a) Prove that any compact subset of a metric space is closed and bounded. 5

(b) Let (X, d) be a complete metric space. Let Y be any nc?n-empty subset
of X. Then show that Y is complete if and only if it 15 closed. 5

UNIT—III

5. (@) Define uniform continuity of a function of -
a function continuous on a compact set is uniformly ¢

variables. Prove that
ontinuous. 1+5=f

(b) Discuss the continuity of the function f(x Y) = JTxy] at (0, 0). 4
OR
6. (a) Prove that a function f:D—R, DcR" is continuous if and only
if f_llUl is open in R" for every open set U in R. 5

(b) Let f:D — R, DcR"™, where D is a convex set. Show that f assumes

every value between f(x) and f(y), Y X, Y € D. 5

UNIT—IV

7. {a) o, B, y are the roots of the equation in ¢ such that
u v w
- + =
a+t b+t c+t

then show that

duw v w)_ B-0)B-lr-0)
o, fy) (a-b)b-d)c-a) 5

,130 (] l Cﬂﬂfd



(b) Let f:D— R, Dc R? and (a, b)€ D. Show that if f, is continuous at

8. (a)

6
(b) Fmd the directional derivative of f(x y)= xcosy in the direction of
U =(2,1) at the point (O, ). 4
UNIT—V
9. (a) State and prove Schwarz’s theorem for a function of two variables.
1+5=6
(b) Show that the condition of Young’s theorem is not satisfied for the
function
iyl = (x? + y?)log (x +y?), when x%+y? =0
0, when x=y=0
at (0, 0). 4
OR
10. (a) State Taylor’s theorem for two variables. Hence, find the expansion of
e™ cos(by) up to four terms. 1+4=5
(b) Examine any one of the following functions for extreme values : S
i) fixy) =2 +y? -4 - 52
(i) f(x y)=x*y* -5x* -Bxy - 5y°
* &
1130 7 24G—230

(@, b) and f(a, b) exists, then f is differentiable at (a, b). 5
OR

Prove that a function which is differentiable at a point possesses

the first-order partial derivatives at that point but the converse is not
necessarily true.
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